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Stochastic Gradient algorithm
General problem in Machine Learning :

min
x∈X

F (x)

where
F (x) = Eξ(f (x , ξ))

where ξ is a random variable and x 7→ f (x , ξ) is a.s a convex
function over X, Euclidean space.
Example :

min
θ

1

N

N∑
i=1

`(θ, (Xi ,Yi )), min
θ

E(X ,Y )`(θ, (X ,Y )).

If f (·, ξ) smooth : Stochastic gradient algorithm

xn+1 = xn − γn∇f (xn, ξn+1)

where γn > 0 and (ξn) i.i.d copies of ξ.
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Stochastic Proximal Gradient algorithm
Regularized problem:

min
x∈X

F (x) + G (x) (1)

where
F (x) = Eξ(f (x , ξ)), G (x) = Eξ(g(x , ξ)).

where ξ is a random variable, f (·, ξ) and g(·, ξ) are convex
functions.

Stochastic Proximal Gradient algorithm :

xn+1 = proxγng(·,ξn+1)(xn − γn∇x f (xn, ξn+1))

where γn > 0 and (ξn) i.i.d copies of ξ and

proxg (x) = arg min
y∈E

1

2
‖x − y‖2 + g(y)

for any convex function g .
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Decreasing step size

Theorem:
If γn → 0, then, under mild assumptions ([BH’16]) : a.s,

xn −→n→∞ x? ∈ arg minF + G
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Constant step size
If γn ≡ γ > 0, rewrite the algorithm

xγn+1 = proxγg(·,ξn+1)(x
γ
n − γ∇x f (xγn , ξn+1))

.

γ

xa,γ(t)

.

Figure 1: Continuous interpolated process : xa,γ(t) starting at
xa,γ(0) = a.
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First step : Dynamical behavior

The Differential Inclusion (DI) over R+

ẋa(t) ∈ −(∇F + ∂G )(xa(t)), xa(0) = a

admits an unique solution xa.

We look at (xa,γ)γ as a family of stochastic processes in C (R+,X)
in order to apply the ODE method. Under mild assumptions,

xa,γ =⇒γ→0 xa.

in the sense of the convergence of stochastic processes.
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Second step : Asymptotic behavior

We look at (xγn )n as a Markov Chain depending on γ in order
study its stability.

Stability assumptions :

I F + G −→∞ +∞
I ∃c > 0, x? ∈ arg minF + G , for all x ∈ X,

cE‖∇f (x , ξ)−∇f (x?, ξ)‖2 ≤ E (〈‖∇f (x , ξ)−∇f (x?, ξ)|x − x?〉)

Then, using the dynamical behavior result,

Invariant measures for (xγn ) =⇒γ→0 Invariant measures for the DI.
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Convergence result : Asymptotic behavior

Finally, Theorem ([BHS’17]) : Under the stability assumptions,
and mild additional assumptions

∀ε > 0, lim sup
n→∞

1

n

n−1∑
k=0

P
[
d
(
xγk , arg minF + G

)
≥ ε
]
−−−→
γ→0

0 .
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An application

Consider

I An undirected graph G = (V ,E )

I A vector of parameters over the nodes x ∈ RV

I The Total Variation (TV) regularization over G

TV(x ,G ) =
∑
{i ,j}∈E

|x(i)− x(j)|.

Our problem:
min
x∈RV

F (x) + TV(x ,G ) (2)

with F : RV → R convex, differentiable.
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An application

Let ξ is a stationary simple random walk over G with length L + 1.
Then,

E

(
1

L
TV(x , ξ)

)
=

1

|E |
TV(x ,G ).

Our problem is equivalent to

min
x∈RV

LF (x) + |E |E (TV(x , ξ)) .

Stochastic Proximal Gradient algorithm ([SBH’16]):{
Sample the Stationary Random Walk ξn+1 with length L + 1
xn+1 = proxγ|E |TV(·,ξn+1)(xn − γL∇F (xn))
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Another application

Consider

I A family of closed convex sets C1, . . . , Cm of X

I Two convex functions F ,G over X

Our problem:

min
x∈C

F (x) + G (x), C :=
m⋂
i=1

Ci (3)

Let ιC be the indicator function of a convex set C : ιC (x) = 0 if
x ∈ C and ιC (x) = +∞ else.
Our problem is equivalent to

min
x∈X

F (x) + G (x) +
m∑
i=1

ιCi (x).
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Another application
Consider

I ξ ∼ Unif({0, . . . ,m})
I h(x , 0) = (m + 1)G (x)

I h(x , i) = ιCi (x) for all i ∈ {1, · · · ,m}
Then,

G (x) + ιC(x) = E(h(x , ξ)).

Our problem is equivalent to

min
x∈X

F (x) + E(h(x , ξ)).

Stochastic Proximal Gradient algorithm ([BH’16],[BHS’17]):
Sample ξn+1 ∼ Unif({0, . . . ,m})
if ξn+1 = 0, xn+1 = proxγG (xn − γ∇F (xn))
if ξn+1 = i > 0, xn+1 = projCi (xn − γ∇F (xn))

15/17



Conclusion

I Constant step size stochastic approximation algorithm

I The ODE method

I Applications to structured penalizations
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